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Abstract— In this article, we consider candidate wireless tech- ~ Our objectives in this paper are to introduce connection han
nologies such as IEEE 802.11b and IEEE 802.15.4 that candovers as a dynamic channel re-allocation technique for mit
support medical and healthcare informatics applications. The igating interference between direct sequence spreadrapect

main questions that we try to answer are: (1) is there any poten- devi Therefore. w lect two different direct n
tial for significant interference when these wireless technologies 9€VICE€S. NETEIOrE, we select two diliere ect seqgaenc

are present? (2) what are potential solutions to mitigate it? We SPpread spectrum technologies, namely, WLAN and the low-
consider a handover technique for IEEE 802.11b devices as anrate WPAN defined in [7] operating in the context of a health-
effective way to mitigate interference and improve performance care environment. Our choice for the environment is prityari
We propose the use of packet loss and retransmissions at themotivated by the presence in healthcare of a variety of ege|

MAC layer in order to trigger a WLAN access point handover. technoloai ting diff t dical licationd B
Performance for scenarios of interest is measured in terms of €CNNOI0GIES Supporting ditrerent medical applications ay

packet loss, packet retransmissions, and delay jitter. the need for these technologies to operate simultaneously a
without interference. We note that in this critical envinoent,
I. INTRODUCTION data loss may have life and death implications and therefore

interference is not desirable. Finally, observe that aigfothe

Recently, the emergence of families of standards for wireealthcare environment constitutes an interesting corficex
less personal area network (WPAN) and wireless local arear study, the solutions proposed in this article are noumi
network (WLAN) communication in the unlicensed bands, hae the healthcare scenario studied and can be applied ine wid
focused the attention on the problem of spectrum crowdimgnge of situations.
and ways to better share the available spectrum and mitigat®ur solution is based on the ability for WLAN devices to
interference. To date, most interference mitigation témies dynamically sense the interference on the medium, recegniz
have been primarily concerned with frequency hopping syhe need to look for other access points in the area that
tems such as the Bluetooth specifications [1] interferinthwiare operating on a different center channel, and execute a
direct sequence spread spectrum systems such as WLAN [2Indover for the connection. Our contributions in thischeti
The range of solutions investigated vary from collabogtivare two-fold. First, we recommend performing handovers as a
mechanisms where both technologies are implemented on theans for mitigating interference between overlappingadir
same system [3] to non-collaborative schemes such adpateguence spread spectrum devices. Second, we propose the
frequency hopping, packet schedulings [4][5], and packete of MAC layer measurements, namely, the packet loss and
encapsulation [6]. the number of packets retransmitted as measures to detect

Solving the interference problem between direct sequenicgerference and initiate a handover.
spread spectrum systems has not been as popular mainlyhe remainder of this paper is organized as follows. In
because these systems can be (manually) configured to ®pesattion I, we introduce the applications and the healthcar
on distinct center channels and therefore their signals doenario considered and assess the interference problem be
not have to overlap. While properly configuring a wirelessveen WLAN and low-rate WPAN systems. In section |ll,
system at deployment time remains an important step towakds propose a handover mechanism for WLAN as a means to
a solution, it should not be considered as the only strategy imitigate interference. Section IV evaluates the handovaaim
interference mitigation. There are many reasons why manualism proposed and discusses the performance improvements
configuration alone is not sufficient to completely elimaatobtained. Concluding remarks are offered in section V.
the interference problem. To give a few examples here, we
observe that a typical deployment of wireless systems heppe
gradually over time where more systems are added on an
as-needed basis. Therefore, it is not likely that a completeln the healthcare environment, there is a wide range of
channel allocation system can be devised initially. In moapplications that span the entire gamut of data rate and
cases, the channel allocation map has to be revisited evpower requirements. On one hand, there are medical device
time more devices are deployed, which is impractical. Alsepecific applications that consume little bandwidth such as
given the sheer number of devices that need to be addedninitors used to collect a patient’s vital signs and probes
is not always possible to completely isolate their operatin  deployed on a patient's body. On the other hand, there are
non-overlapping channels. other real-time applications such as video streams gestebst

Il. WIRELESSTECHNOLOGIES INSUPPORT OF
HEALTHCARE APPLICATIONS



camera monitors and remote-controlled robots used incalrgiB. Patient’s Bedside Scenario
interventions that are bandwidth hungry. For this type el-re ) ) o ] )
time applications, although their bandwidth requiremesnit i 1h€ network topology used in this scenario is depicted in
different, their delay and packet loss requirements areemdrigureé 1. On a patient's body, a vital sign sensor collects
comparable. Basically, packet delay variation should bt keeritical information about the patlent,'for example, hdzett .
to a minimum and packet loss is not tolerated. At the other effld Plood pressure and relays the information to a monitor
of the spectrum, lies non-real time applications for heaite 0cated near the patient's bedside. In this case, low-rataNvP
informatics, such as Internet access and database quEhies. /S the wireless technology of choice since it matches the
diversity in the applications and their requirements cédls réquirements of the application for a low data rate commu-
considering different network technologies, for exam iey- nication, |.Imlted coverage area, small size, a}nd low power
rate medical applications can use sensor network techndf@nsumption. At the same time, a nurse carrying a PC tablet
gies, while broadband access can use high-speed netwf§@kks into the patient's room. She is corresponding with
technologies. Our objective in this section is to focus on 4i€ Patient’s doctor via a high resolution video link. The
example scenario for the use of different wireless tectgieto COMMunication between the PC tablet and a wireless access
in the same healthcare environment and explore any sidint (AP) located outside the patient's room is carriedrove
effects resulting from their interaction. a WLAN connection. The nurse is initially one meter away
from the WLAN AP node and moves towards the patient’s
bedside at a speed of 1 m/s.

A. Low-rate WPAN versus WLAN

Scenario (a):

We focus our efforts on two wireless technologies, namely, | ..o The PC tabletis sending the video stream
the emerging low-rate WPAN technology as specified in m
the IEEE 802.15.4 standard [7], and the WLAN technologi s o
specified by the IEEE 802.11b [2]. These two technologi VSMTO ik Base Station
raffic 1mls

alone sweep the entire power/data rate spectrum. Low-rate
WPAN supports short range operations (within 10 meters).
It optimizes battery life and has a maximum data rate of

Scenario (b):
The PC tablet is receiving the video stream

250 Kbit/s. On the other hand, WLAN devices can transport

up to 11 Mbit/s and offer an extensive coverage area (up m

to 100 meters). Considering the diversity of the applicatio PC tablet WLAN
characteristics and user needs described earlier, it iscéagp Patient Bed 4};3' Base Station
that those two technologies, both occupying the 2.4 GHz bandg. 3¢ >
will be used simultaneously in the same environment, which 2m 1om

may result in mutual interference and significant perforogan

degradation [8] Fig. 1. Patient’'s Bedside Topology

From a radio perspective, both technologies use direct se-
quence spread spectrum. Low-rate WPAN defines 16 channel§lodels for both WLAN and low-rate WPAN technologies
in the 2.4 GHz band, each 7 MHz wide. The center channeaigre developed using the commercial network simulation
are 5 MHz apart. On the other hand, the IEEE 802.13mckage OPNET The simulation environment is based on
specifications provides 11 channels occupying 22 MHz eagtetailed MAC, physical layer (PHY) and channel models. The
Center channels are also 5 MHz apart, starting at 2412 MH@rameters used in the simulations are summarized in Table |
Thus, given this frequency map, it is possible to pick non-

overlapping channels (for example 2410 MHz for low-rate TABLE |

WPAN and 2462 MHz for WLAN) to avoid any interactions SIMULATION PARAMETERS

betvyeen the two .tec.hnologles. Unfortulnately: optimizing T TS S aie WPAN SersoTWIAN Devics

static network design is not always possible, either dué¢o t—ansmitted power (mw) 1 55

large number of devices operating in a specific area, or du@pplication type Vital Sign Monitor Video

to constraints from prior deployments. Therefore, evahgat | Packet Size (bit) 944 276.48K
 Packet interarrival time (s 0.0236 0.0667

interference between low-rate WPAN and WLAN system
remains a legitimate goal, especially if the deploymemdre
for low-rate WPAN devices continues at the current pace

and in already crowded WLAN _coverage areas. Pre“mm""rylcertain equipment, instruments, or materials are identifietli;paper in
results on the effects of mutual interference between tle tarder to specify the experimental procedure adequatelyh ientification

technologles have been reported In [8]. In thls artlcle \se ulS not intended to Imply recommendation or endorsement by theoiNat
' stitute of Standards and Technology, nor is it intendedntply that the

diff I d enh d licati dels i ﬂ
a different topology and enhanced application mo. €IS IROIOnaterials or equipment identified are necessarily the bestabia for the
to assess the performance and evaluate the solutions pohpogurpose
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Fig. 2. Packet loss as a function of time when PC tablet is sgrnthe video Fig. 3. Packet loss as a function of time when PC tablet is veagithe
stream (a) video stream (b)

C. Effects of Interference on the Medical Applications On the hand, when the PC tablet is sending data packets

The effects of interference on the both the low-rate wpafgcenario a) itis likely to b_e impacted Iater_ as t_he PC tm
and WLAN communications are shown in Figure 2 analoser to the WPAN monitor, Thus, the direction of the video
Figure 3 where we plot the probability of packet loss obsgrv&T€@M has a significant impact on the percentage of packet
at the MAC layer for the WLAN client (PC tablet) and low-rate®SS obtained for the low-rate WPAN and WLAN systems.
WPAN monitor. In order to better understand the interactiodd Scenario (b), the relatively small size of ACK packets,
between the two technologies, we make the video stredlie less likely to interfere with the low-rate WPAN traffic as
unidirectional and run two sets of experiments: in scenarfy'oWn in Figure 3 Wher_e about 13% of packets. are Iost.at
(a) the PC tablet is sending the video stream, in scenario EBT low-rate WPAN monitor. On the other hand, in scenario
the PC tablet is receiving the video stream. a), (Figure 2), almost all the WPAN packets are lost as the

Figure 2 gives the packet loss for scenario (a) when the ﬂé;;\?\)l/ video s_trear(r;bsent byhthe Pi ta(;a_let over;v helms tf;}e
tablet is sending the video stream, while Figure 3 gives tIYg connection. Observe that as the distance between the

packet loss for scenario (b) when the PC tablet is receivi LAN center channel and th? low-rate .WPAN Is increased,
the stream. In both Figures, the packet loss is shown p_ercer_ntage of packet loss is not as significant for thegzsam
WLAN and low-rate WPAN where low-rate WPAN is usingp, yS|ca! distance betvyeen the WLAN and WPAN transrrytters.
the channel centered around 2410 MHz and the WLAEI'na”y’ in both scenarios (a) o (b), the packet!oss 0'9"‘*‘.‘"3
communication is using different center channels, nameﬂﬁ)t acceptable for the low-rate WPAN application considered
2412 MHz (channel 1), 2417 MHz (channel 2), and 2422 MHz
(channel 3). We verify that using other center channelsHer t
WLAN outside the range of 2410-2422 MHz eliminates the
interference with a low-rate WPAN centered at 2410 MHz.  As shown in section II-C, the effects of WLAN interference
As depicted in Figures 2 and 3, regardless of the experimean, the low-rate WPAN causes significant performance degra-
the WLAN traffic (measured at the PC tablet) is significantlgation for the applications using the low-rate WPAN, which
impacted, 42% and 56% of packet loss for scenarios (a) aisdextremely undesirable in medical environments. Thisldea
(b), respectively. The effects on the WPAN are more dependeist to investigate potential interference mitigation Sohs for
on the direction of the video stream. In scenario (a), the WPAiKis problem.
suffers close to 90% of packet loss. On the other hand, inGiven that low-rate WPAN systems are mainly intended
scenario (b), the percentage of packet loss drops to 13%. Afer point-to-point and low-bandwidth communication, it is
observe a slight delay in the packet loss observed betwe®t realistic to expect that a pair of low-rate WPAN scan
scenarios (a) and (b). In scenario (b) the effects of interfee the wireless channel and dynamically decide to change fre-
on WPAN are delayed until the PC tablet gets closer to tlgriencies. Although not precluded by the specifications [7],
low-rate monitor, however the packet loss on the WLANynamic channel scanning is likely to consume more power
device occurs sooner than in scenario (a). So when the B@ bandwidth, and add more complexity on a low-rate WPAN
tablet is receiving packets (scenario b), it is impactecheoo medical sensor. Therefore, the solution envisionned here f
(at a distance further away) from the low-rate WPAN monitocuses on a WLAN handover technique in order to mitigate

I1l. WLAN H ANDOVER AS A SOLUTION FOR
INTERFERENCEMITIGATION



interference. Since the low-rate WPAN will also impact th8VLAN station moves further away from the AP, the signal
WLAN communication as the WLAN PC tablet gets close toeceived is attenuated by various propagation losses., Thus
the low-rate WPAN monitor, we propose to use the measuredhen the RSSI at the station falls below a pre-determined
packet loss at the WLAN PC tablet in order to trigger threshold, the station starts looking for another AP inatsge
handover for the WLAN connection to use a different ABefore triggering a handover for its connection.
operating outside the range of frequencies utilized fordlhe In an interference-constrained environment, such asthealt
rate WPAN communication. In the remainder of this sectiotare, we propose a new category of performance measures in
we give a brief overview of the WLAN handover solutionorder to trigger a handover between two WLAN APs, since the
envisioned and the trigger mechanisms used, before wesdisd@SSI measure alone does not reflect the level of interference
in more details the performance improvements achievedéor tbetween WLAN and other technologies operating in the same
specific scenario described in the previous section. band. We propose to use the number of packets retransmitted
at the MAC layer as a measure of the number of packets
that have been discarded due to packet collisions. In the

In a nutshell, our proposed handover mechanism for WLABImulation scenario described later, we use an average &umb
works as follows. The WLAN station (or PC tablet) continuef retransmissions over a one second interval. If the number
ously monitors the link performance and issues a triggeaforof retransmissions is greater than two per packet, the WLAN
handover when the interference level is sensed to be too higtation triggers a handover. Note that this measure capture
The trigger decision is based on measurements conductedh® percentage of packet loss at the receiver. In addition,
quantify the performance of the link. Section IlI-B discess this measure can indirectly provide information about gack
the trigger we propose to use in greater details. As for tlellisions at the receiver at the other end. For example, if a
handover, we distinguish two cases depending on the presesi@tion correctly receives data packets but observestthAB
of multiple interfaces on the WLAN device performing thes trying to send the same data packets several times, itsnean
handover. that the station’s acknowledgments are lost at the AP. Ih tha

If the WLAN device is equipped with multiple networkcase as well, the station should trigger a handover.
interfaces for different technologies such as UMTS, IEEE At this point, we observe that other parameters can be
802.11a, etc, the device triggers a handover to another teabed in the handover decision in order to capture the specific
nology that is not operating in the 2.4 GHz Band. In this casapplication requirements in terms of bandwidth, delay, and
we expect the low-rate WPAN performance to be significantlyacket loss. If real-time applications require low jittedzhigh
improved in the absence of WLAN interference, and thieandwidth, TCP traffic is more sensitive to packet loss due to
handover latency for the WLAN to be negligible since traffithe window congestion algorithm and flow adaptation. Given
is continuously received on the WLAN interface while thehe range of applications that are likely to be supported by
redirection is taking place on the target network interface the WLAN technology, we envision that different threshold

On the other hand, if no other network interface is availableequirements will be devised and made available at the MAC
the WLAN device triggers an intra-WLAN handover to switcHayer where most of the link performance is measured. For
to an AP operating on a different center channel (if onexample, in order to better support a real time video stregmi
is present). If the station succeedes in finding a new Adpplication, the delay between each packet received can be
operating on a non-overlapping channel, the WPAN - WLANonitored and a handover can be triggered if the delay
interference is eliminated and the low-rate WPAN is no longeariance (also known as jitter) goes beyond a predefined
impacted by the WLAN traffic. threshold.

The main advantage we see in performing a handover is
that the interference between WLAN and WPAN is reduced,V: EFFECTS OFWLAN HANDOVER ON PERFORMANCE
if not completed eliminated. In addition, this method does In this section, we discuss the advantages and performance
not require the development of new collaborative protocoleade-offs related to performing a handover across diffiere
between WLAN and WPAN. By choosing a handover solutioW/LAN APs in order to mitigate interference between WLAN
coexistence is achieved without the cost of modifying éxist and WPAN networks. In particular, we see that during the
protocol specifications. handover, the WLAN station is unable to receive data packets,

) but once the handover is done, both the WPAN and the WLAN

B. Handover Trigger Parameters show a lower packet loss.

In this section, we discuss what measurement parameters are .
used to initiate the trigger event and how they are computedy. |EEE 802.11 Handover mechanism

Typically, handovers across different APs within an IEEE The handover in an IEEE 802.11 network consists of three
802.11 network are triggered by a poor received signal gtren stages, which are the scanning stage, the authenticatige st
indicator (RSSI) measured on the WLAN station. The ussnd the association stage. The scanning stage is strongly
of the RSSI is adequate in this case since intra-WLAMNependent on the number of channels a station has to probe.
handovers are primarily concerned with a station’s diggan®uring this stage, the station scans every channel for a
with respect to the AP it is communicating with. As theduration of MinChannelTime. If at least one AP has replied,

A. Handover Mechanism



Distance between the WLAN PC Tablet and the low-rate WPAN sensor (m)
the station remains on the same channelMaxChannel Time ol 9 & 7 s 5 4 3
interval, in order to identify all APs operating on the same 5200 | WeAN PG bt 5 sonting ()
channel. Assuming at least one AP was found on the channel s100
scanned, the station chooses one of the APs and executes the — sof 20 on the
authentication and association stages. If no APs were foand
the channel, the station goes to the next channel and starts t

discovery stage over. Table Il gives the handover laterases

WLAN PC tablet is receiving (b)
5100

2900 | due to handover

= 4800 |-Delay due to
4700 | Iterference

4600 L
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5000 |- Packets loss ]

4900 P
e

4800

4700 - v WLAN PC tablet is sending (@)

4730

Sequence Number

4600 |

function of the number of channels scanned when performing . o [ e
- . . [ 4700 - to handover
a MAC layer handover according to the algorithm described. waoo | 0T e
The values used foMinChannelTime and MaxChannel Time e 4670 o a1 1105 111 A
arebms and 10ms, respectively. N —— MO,
. . . . 7 75 8 85 9 95 10 105 11 115 12 125 13 135 14 145 15 155 16
Once the station is attached to a new AP, it has to determine Time (5

if this new AP is connected to the same subnet. If the new Fig. 4. Video Stream Packet Sequence at the Application Laye

AP is connected to the same subnet as the old AP, the

handover only consists of a MAC layer handover and thus

thg station will receive data' packets again thrqugh the ngy Application and MAC levels implications

point of attachment. Otherwise, if the new AP is connected

to a different subnet than the old AP, the station has alsoNow that we have quantified the handover delay latencies,

to perform an IP layer handover. This handover latency wiye investigate the impact of the WLAN handover on the

produce an additional delay before the station receivesmis WLAN performance. Figures 4, 5, and 6 represent different

data packets. Table Il compares the latencies obtaineg asirdspects of the WLAN handover impact on performance. For

MAC layer handover, to the ones representing the cumulaté¥¢se results, we use a network configuration that produces

MAC layer and IP layer handover latency when obtained whéh average handover latency, namely, where the two WLAN

Mobile IP version 6 (MIPv6) is used for the handover [9]. APS considered are on the same subnet, and the station has

to switch channels 13 times, either because it missed the AP

TABLE I replies, or because it has to scan all channels before firsding

MAC LAYER AND IP LAYER HANDOVER LATENCIES INWLAN NETWORK AP, The MAC handover latency is around 80 ms acccording

Delta channel MAC layer Handover IP layer Handover to Table Il.

latency (ms) latency (ms) Figure 4 represents the IP data packet reception sequence
2 13'831 ;Z'%gg at either the AP for scenario (a), or the PC tablet for scenari
2 22170 89 908 (b). We can see that the data packet reception sequence in
3 27.465 92.812 both scenarios is impacted by the WPAN-WLAN interference.
4 32.692 100.067 Although no packets are lost at the IP layer because the MAC
> 37.953 103.398  |ayer is doing retransmissions, we can see some additienal d
g jg'ggg ﬂgéjé lays in the sequence of packets received. When the handover is
8 53.530 122366  triggered, we observe a different impact on the data resepti
9 58.733 125.932 sequence depending on the scenario considered. When the PC
10 63.800 129.084 tablet is sending video (scenario (a)), the handover Igtenc
E ?3-323 1431(2)'322 implies a gap in the data reception on the receiver’s sidis Th
13 79336 149 195 delay is due to the fact that the station is queuing data packe

during the handover.

On the other hand, when the WLAN PC tablet is receiving
Table 1l shows that the handover latency varies signifigantthe video application (scenario (b)), packets are lostrdyri
according to the network configuration and addressing sehethe handover. From the time the WLAN PC tablet starts the
used (from12ms to 149ms). From a network design point of handover until the completion of the handover, data packets

view, it is preferable to connect all APs on the same subnatg still reaching the old AP and are then lost. In this paldic

as long as the number of APs and stations remain small. @&ample, 350 packets are lost. This corresponds to the mumbe
least, APs used to provide robustness and fault tolerandd coof packets generated during the handover plus some of the
be deployed on the same subnet. Table Il also suggests tetkets generated during the interference period, whiale we
special attention should be paid to the AP channel allooatiohot received by the WLAN PC tablet because of the additional
and the algorithm a station uses to switch between channelslay due to retransmissions.

For instance, channels 1, 6, and 11 are the only three nonFigure 5 shows the ratio between the number of retrans-
overlapping channels among the 11 channels available ik IEBissions and the number of data packets generated (expected
802.11b. Thus, it may be worthwhile to prioritize the chdnnéo be sent). For each data packet, we observe that 1.5 (on
scanning during the discovery stage, so that channels hd6, average) retransmissions are needed when the node is within
11 are scanned first [10]. the interference area. At time 10 s, the PC tablet triggers
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2 2 1 i ° 4 receiving data frames (scenario a), the WLAN link is the first

T
Interference

i WA (and the most) impacted by the interference and the handover
— o | can be initiated quickly so as to minimize and even eliminate
foreach dea paciet N\ any interference on the WPAN link. On the other hand, when

| the WLAN station is only receiving ACK frames (scenario
i [ 1 b), it takes more time to determine that another technolsgy i
‘j“ \ operating nearby. As a consequence, the WPAN, which is the
osl ] first effected, will be impacted as long as the WLAN station
’ | does not trigger the handover (in our simulation, the WPAN
R will be perturbed during 1 second).
- . - - o Another effect of the handover solution is that the handover
Time (9 latency might be important in WLAN networks. If the WLAN
Fig. 5. WLAN MAC Packets Retransmissions traffic is redirected to another technology, the handovecess
will not affect the traffic. During the time the redirection i
; Darc etven e WL P Tt rd e WP o 1) . taking place, the flow is continuously received on the WLAN
‘ ‘ RPN o Sa—— e interface of the station. Once the redirection is done, riduéi¢
L — reaches the station via the target interface. If the staion
ol oy o ] moving to another WLAN AP, the reception of packets will
be interrupted during the handover process. In the sinoulati
s results shown in Figure 4, there are a total of 42 packets lost
ol ] during the handover.

A TS Handover to the new AP

Retransmission / number of data packets

V. CONCLUDING REMARKS
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Delay between each packet reception (ms)

In this article, we explore the use of multiple wireless
networks in support of medical device communications. We
5 7 s 5 o 10 1 1 1 concentrate on a patient's bedside scenario, which insliade

Fig. 6. WLAN Packet Delay Jitter combination of Io_w rate .a_nd low latency ap.p_llcanons unﬂgz
low-rate WPAN in addition to more traditional bandwidth
hungry applications using WLAN. We investigate the behavior
of these two wireless technologies operating in close pniyi

the handover because of the high number of retransmissi@ms overlapping channels and quantify the effects of mutual
during the last second. Once the handover on the other ARrigerference on their performance. The packet loss obderve
done, no more retransmissions are necessary. in both low-rate WPAN and WLAN systems makes the

Figure 6 represents the inter-arrival time between twsbmmunication useless.
application packets. Note that the inter-arrival time fobet We propose a handover solution for the WLAN in order to
application chosen is 2 ms. We can see from the resulignamically assess the presence of the low-rate WPAN and
on Figure 6 that most of the packet inter-arrival times vargok for a different access point on a different center clehnn
between 1.8 ms and 2.2 ms when packets do not neBEge main contribution of this article lies in the definitiof o
retransmissions. On the other hand, when packet needsnéw link performance measures, namely the number of packets
be retransmitted, the packet inter-arrival time is arounds3 retransmitted, in order to assess the presence of intadere
When the PC tablet enters the interference area (around 90%) the band and trigger an intra-WLAN handover. We evaluate
the packet inter-arrival time becomes more significant @p the performance of the solution proposed by analyzing the da
80 ms) and highly variable (between 1.6 ms and 80 ms). Ngsacket sequence at the WLAN receiver and the packet inter-
that this packet inter-arrival time is unacceptable forvtteo arrival delay jitter. We show that this solution is benefifia
application considered. Once the handover is completetl)(atboth low-rate WPAN and WLAN systems.
seconds) the inter-arrival time returns to normal, aroumis2 ~ We are currently working on extending this solution in

In summary, these results show that a handover on anotbeder to provide additional mechanisms that would aid in
AP is very valuable, not only for the WPAN communicationbetter detecting interference, even on remote devices and
but also for the WLAN systems. Based on different parameterigtim systems, in order to expedite the handover initiatio
such as the number of packet retransmissions used hereamd execution processes.
even the packet inter-arrival time, a WLAN station can trigge
a handover that improves both the WLAN and WPAN links REFERENCES
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